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ABSTRACT

I presents a novel traffic classification scheme to improve classification performance when few training data are available. In the proposed scheme, traffic flows are redescribed using the discretized statistical features and historical dataflow correlation information is modeled by bag-of-flow (BoF). Isolvethe BoF-based traffic classification in a classifier combination framework and theoretically analyze the performance benefit. Furthermore, a new BoF-based traffic classification of C5.0 method is proposed to aggregate the naive Bayes (NB) predictions of the correlated flows. I also present an analysis on prediction error sensitivity of the aggregation strategies. Finally, a large number of experiments are carried out on two large-scale real-world traffickedatasets to evaluate the proposed scheme and detect the attribute using correlated coefficient to detect unwanted large attribute. The experimental results show that the proposed scheme can achieve much better classification performance than existing state-of-the-art traffic using classification methods.

Index Terms—Traffic classification, network security, naive Bayes, C5.0

I. INTRODUCTION

APPLICATION oriented traffic classification is a fundamental technology for modern network security. It is useful to tackle a number of network security problems including lawful interception and intrusion detection [1]. Forexample, traffic classification can be used to detect patterns indicative of denial of service attacks, worm propagation, in-trusions [2], and spam spread. In addition, traffic classification also plays an important role in modern network management, such as quality of service (QoS) control. Many open source and commercial tools [3], [4] with traffic classification function have been deployed and there is an increasing demand on the development of modern traffic classification techniques [1], [5].
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normally utilize host/network behavior analysis or flow level statistical features by taking emerging and encrypted applica-tions into account [6], [7].
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Recently, substantial attention has been paid on the application of machine learning techniques to statistical features based traffic classification [1]. In the state-of-the-art traffic classification methods, Internet traffic is characterized by a set of flow statistical properties and machine learning techniques are applied to automatically search for structural patterns. These methods can address the problems suffered from by the traditional methods, such as dynamic port numbers and user privacy protection.

Recent research shows that flow statistical feature based traffic classification can be enhanced by feature discretization. Particularly, feature discretization is able to dramatically affect the performance of naïve Bayes (NB). NB is one of the earliest classification methods applied in Internet traffic classification [7], which is a simple and effective probabilistic classifier employing the Bayes’ theorem with naïve feature independence assumptions [8]. Since independent features are assumed, an advantage of the NB classifier is that it only requires a small amount of training data to estimate the parameters of a classification model. However, the performance degradation of NB traffic classifier is reported in the existing works [5], [9]. Lim et al. found that the main reason for the underperformance of a number of traditional classifiers including NB is the lack of the feature discretization process [10]. For example, feature discretization can effectively improve the accuracies of the support vector machine (SVM) and -NN algorithms at the price of lower classification speed. More interestingly, NB with feature discretization demonstrates not only significantly higher accuracy but also much faster classification speed.

Considering complex network situation, a difficult question is how to obtain a high-performance statistical feature based traffic classifier using a small set of training data. The solutions to this question are essential to address a number of difficult problems in the field of network security and management. For instance, in practice, we may only manually label very few samples as supervised training data since traffic labelling is time-consuming, especially for new applications and encrypted applications. Moreover, a big challenge for current network management is to handle a large number of emerging applications, where it is almost impossible to collect sufficient training samples in a limited time. These observations motivate our work.

In this paper, we provide a solution to effectively improve NB-based traffic classifier with a small set of training samples. The idea is to seamlessly incorporate flow correlation [11] into the NB-based classification process with feature discretization.

Our major contributions are as follows:

• We propose a new traffic classification scheme to utilize the information among the correlated traffic flows generated by an application. In the proposed scheme, bag-of-flow (BoF) is introduced for modelling correlated flows and the new BoF-based traffic classification is solved by aggregating correlated NB predictions.

• We provide a theoretical study on the proposed scheme.

First, we explain why the proposed scheme does work in a theoretical framework of classifier combination. Second, we analyze the sensitivities to prediction errors of different aggregation rules employed in the proposed scheme.

• We present a comprehensive evaluation of the proposed scheme on two large scale real-world network datasets. The empirical study shows that the proposed scheme can effectively improve the traffic classification performance with a small set of training data and it outperforms the existing state-of-the-art traffic classification methods. All code and data related to this work will be available on request.

The remainder of the paper is structured as follows. Section II reviews some related works. The new traffic classification scheme is proposed in Section III. Section IV presents the experimental results followed by a theoretical analysis on error sensitivity in Section V. Finally, the paper is concluded in Section VI.

II. RELATED WORK

In the area of network traffic classification, the state-of-the-art methods employ flow statistical features and machine learning techniques [1]. Many supervised classification algorithms and unsupervised clustering algorithms have been applied to categorize Internet traffic. In supervised traffic classification, the traffic classes are predefined according to real applications and a set of labelled training samples are also manually collected for classifier construction. In contrast, the clustering-based methods can automatically group a set of unlabeled training samples.
samples and use the clustering results to train a traffic classifier. However, the number of clusters has to be set large enough to obtain useful and accurate traffic clusters, which results in a problem of mapping from a large number of traffic clusters to a small number of real applications [12]–[16]. This problem is very difficult to solve without knowing any information about real applications.

A lot of effort has been made to develop effective supervised methods with the consideration of various network applications and situations. In early works, Moore and Zuev [7] applied the naive Bayes techniques to classify network traffic based on the flow statistical features. Later, several well-known algorithms were also applied to traffic classification, such as Bayesian neural networks [17] and support vector machines [18]. Erman et al. [19] proposed to use unidirectional statistical features to facilitate traffic classification in the network core. Taking into account the real-time purpose, several supervised classification methods [20], [21] were proposed, which only used the first few packets. Other existing works include the Pearson’s chi-Square test based technique [22], probability density function (PDF) based protocol fingerprints [23], and small time-windows based packet count [24]. Different methods may have their own advantages in different network situations.

Some empirical study [25], [9], [5], [26] evaluated the traffic classification performance of different methods for practical usage. Roughanet al. [25] have tested NN and LDA methods for traffic classification using five categories of statistical features. Williams et al. [9] compared the supervised algorithms including naive Bayes with discretization, naive Bayes with kernel density estimation, C4.5 decision tree, Bayesian network and naive Bayes tree. Kim et al. [5] extensively evaluated port-based CorelReef method, host behavior-based BLINC method and seven common statistical feature based methods using supervised algorithms on seven different traffic traces. A recent research finding is that feature discretization is critical and essential for Internet traffic classification [10]. By investigating the reasons for C4.5 performing very well under any circumstances, Lim et al. discovered that feature discretization can substantially improve the classification accuracy of every tested machine learning algorithm [10].

Since the performance of supervised methods is sensitive to the size of training data, some proposals tried to address this problem. Erman et al. [27] proposed to use a set of supervised training data in an unsupervised approach to address the problem of mapping from flow clusters to real applications.

However, the mapping method will produce a large proportion of ‘unknown’ clusters, especially when the supervised training data is very small. Another recent research finding is that flow correlation can be beneficial to traffic classification. Ma et al. [11] proposed a payload-based clustering method for protocol inference, in which they grouped flows into equivalence clusters using a 3-tuple heuristic, i.e., the flows sharing the same destination IP, destination port and transport layer protocol are generated by the same application. Canini et al. [28] tested the correctness of the 3-tuple heuristic with real-world traces. In our previous work [29], we applied the heuristic to improve unsupervised traffic clustering. However, it is unclear why flow correlation is helpful to traffic classification and how to apply flow correlation in the supervised classification approach. The problem of how to effectively classify network traffic using a small set of training data, is still to be solved.

III. PROPOSED CLASSIFICATION SCHEME

NaiveBayes is one of the earliest classification methods applied in Internet traffic classification which is a simple and effective probabilistic classifier employing the Bayes’ theorem with naive feature independence assumptions. It assumes independent features. NaiveBayes classifier is that it only requires a small amount of training data to estimate the parameters of a classification model. NaiveBayes with feature discretization demonstrates not only significantly higher accuracy but also much faster classification speed.

NB effectively improves the accuracies of the support vector machine (SVM) and -N algorithms at the price of lower classification speed.

NB-based traffic classifier improves classification with a small set of training samples.

1 Analyzing the Data set

A data set (or dataset) is a collection of data, usually presented in tabular form. Each column represents a particular variable. Each row corresponds to a given member of the data set in question. It lists values for each of the variables, such as height and weight of an object or values of random numbers. Each value is known as a datum. The data set may comprise data for one or more members, corresponding to the number of rows. The values may be numbers, such as real numbers or integers, for example representing a person’s height in centimeters, but may also be nominal data (i.e., not consisting of numerical values), for example representing a person’s ethnicity. More generally,
values may be of any of the kinds described as a level of measurement. For each variable, the values will normally all be of the same kind. However, there may also be "missing values", it need to be indistinguishable.

2 Classification Process:
It is based on a flow-level traffic classification. The system captures IP packets crossing a target network and constructs traffic flows by checking the headers of IP packets. This is a flow-level traffic classification. A flow consists of successive IP packets with the same 5-tuple: source IP, source port, destination IP, destination port, and transport layer protocol. It uses heuristic way to determine the correlated flows and model them. If the flows observed in a certain period of time share the same destination IP, destination port, and transport layer protocol, they are determined as correlated flows and form a BoF. For the classification purpose, a set of flow statistical features are extracted and discretized to represent traffic flows.

A BoF-Based Classification Framework:
In this a set of correlated flows are generated by the same application, which is modeled using a bag of flows BoF. A novel approach is proposed for traffic classification, namely aggregation of correlated NB predictions, which consists of two steps. In the first step, the single NB predictor produces the posteriori class-conditional probabilities for each flow.

Algorithm Description Naive Bayes Predictions
Definition:
A Naive Bayes classifier is a simple probabilistic classifier based on applying Bayes' theorem with strong (naive) independence assumptions. A more descriptive term for the underlying probability model would be "independent feature model". Naive Bayes belongs to a group of statistical techniques that are called 'supervised classification' as opposed to 'unsupervised classification.' In 'supervised classification' the algorithms are told about two or more classes to which texts have previously been assigned by some human(s) on whatever basis.
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Explanation

In simple terms, a naive Bayes classifier assumes that the presence (or absence) of a particular feature of a class is unrelated to the presence (or absence) of any other feature, given the class variable. For example, a fruit may be considered to be an apple if it is red, round, and about 4” in diameter. Even if these features depend on each other or upon the existence of the other features, a naive Bayes classifier considers all of these properties to independently contribute to the probability that this fruit is an apple.

Depending on the precise nature of the probability model, naive Bayes classifiers can be trained very efficiently in a supervised learning setting. In many practical applications, parameter estimation for naive Bayes models uses the method of maximum likelihood; in other words, one can work with the naive Bayes model without believing in Bayesian probability or using any Bayesian methods.

In spite of their naive design and apparently over-simplified assumptions, naive Bayes classifiers have worked quite well in many complex real-world situations. In 2004, analysis of the Bayesian classification problem has shown that there are some theoretical reasons for the apparently unreasonable efficacy of naive Bayes classifiers.[2] Still, a comprehensive comparison with other classification methods in 2006 showed that Bayes classification is outperformed by more current approaches, such as boosted trees or random forests.[2]

An advantage of the naive Bayes classifier is that it only requires a small amount of training data to estimate the parameters (means and variances of the variables) necessary for classification. Because independent variables are assumed, only the variances of the variables for each class need to be determined and not the entire covariance matrix.

IV. EXPERIMENTAL EVALUATION

In this section, we evaluate the proposed BoF-NB scheme on two real-world traffic datasets. The proposed BoF-NB scheme is compared to four state-of-the-art traffic classification method including C4.5, k-NN, NB [10] and Ermann’s supervised method [27] in the situation of a small number of supervised training samples.

To establish the ground truth for the testing datasets, we have developed a deep packet inspection (DPI) tool that matches regular expression signatures against flow payload content [29]. A number of application signatures are developed based on previous experience and some well-known tools such as l7-filter (http://l7filter.sourceforge.net) and Tstat (http://tstat.tlc.polito.it). Also, several encrypted and new applications are investigated by manual inspection of the unidentified traffic.

<table>
<thead>
<tr>
<th>Type of features</th>
<th>Feature description</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Packets</td>
<td>Number of packets transferred in undirection</td>
<td>2</td>
</tr>
<tr>
<td>Bytes</td>
<td>Volume of bytes transferred in undirection</td>
<td>2</td>
</tr>
<tr>
<td>Packet Size</td>
<td>Min., Max., Mean and Std Dev. of packet size in undirection</td>
<td>8</td>
</tr>
<tr>
<td>Inter-Packet</td>
<td>Min., Max., Mean and Std Dev. of Inter Packet Time in undirection</td>
<td>8</td>
</tr>
<tr>
<td>Time</td>
<td>Total</td>
<td>20</td>
</tr>
</tbody>
</table>

Fig. 2. Impact of feature discretization (a) on isp dataset and (b) on
[34] and isp [29], respectively. The wide dataset consists of 182 k traffic flows which are randomly selected from the wide trace and carefully recognized by the DPI tool and manual inspection. All flows in the wide dataset are categorized into 6 application oriented classes. For the wide dataset, there are only a small number of classes and the HTTP flows dominate the whole dataset. The other is the isp dataset created from our isp trace.

The isp dataset consists of 200 k flows randomly sampled from 11 major classes. To avoid the dominating classes, we randomly select up to 30 k flows from every class. The wide and ispdatasets can well represent the different natures of two real-world network traffic traces. A large number of experimental results obtained on the two datasets with different characteristics are statistically significant. The experimental results can effectively demonstrate the classification capability of various traffic classification methods.

In the experiments, 20 unidirectional flow statistical features are extracted and used to represent traffic flows, which are listed in Table I. We apply feature selection to remove irrelevant and redundant features from the feature set [35], [5]. The correlation-based feature subset selection is used in the experiments, which searches for a subset of features with high class-specific correlation and low intercorrelation. A Best First search [36] is used to create candidate sets of features. The process of feature selection [36] yields 6 features for the isp dataset and 6 features for the wide dataset, respectively. Feature discretization can significantly improve the classification performance of many supervised classification algorithms [10]. We also incorporate feature discretization [37] into our
Two common metrics are used to measure the classification performance [5], overall accuracy and F-Measure. Overall accuracy is the ratio of the sum of all correctly classified flows to the sum of all testing flows. This metric is used to measure the proposed scheme.

Classification Process

Below figure illustrates the classification process of four proposed scheme, which is focused on flow-level traffic classification. In the preprocessing, the system captures IP packets crossing a target network and constructs traffic flows by checking the headers of IP packets. A flow consists of successive IP packets with the same 5-tuple: source IP, source port, destination IP, destination port, and transport layer protocol. We apply a heuristic way to determine the correlated flows and model them using “bag-of-flows (BoF)”. If the flows observed in a certain period of time share the same destination IP, destination port, and transport layer protocol, they are determined as correlated flows and form a BoF. For the classification purpose, a set of anamely aggregation of correlated NB predictions, which consists of two steps. In the first step, the single NB predictor produces the posteriori class-conditional probabilities for each flow. In the second step, the aggregated predictor aggregates the flow predictions (posteriori probabilities) to determine the final class for BoFs.

B. A BoF-Based Classification Framework

In the proposed scheme, a set of correlated flows are generated by the same application, which is modelled using a bag of belong to the same application-based class, such correlation in formation can be utilized to improve the classification results. Therefore, we aim to aggregate the individual predictions of the correlated flows so as to conduct more accurate classification. Our research shows that the goal can be achieved by following the approach of classifier combination. The BoF-based classification can be fitted into Kittler’s theoretical framework [30] for classifier combination. Consider a traffic classification problem where pattern (BoFs) to be assigned to one of the possible traffic classes. Let us assume that we have a classifier, but the given pattern can be represented by using distinct measurement vectors (flows in this BoF). This is a typical classifier combination architecture of repeated measurements [31]. In the measurement space, each class is modelled by the probability density function and its prior probability of occurrence is denoted by

\[ \text{Evidence} = \frac{\text{prior} \times \text{likelihood}}{\text{posterior}} \]

Impact of Feature Discretization

Firstly, a set of experiments are carried out to evaluate the effect of feature discretization. Fig. 2 reports the classification accuracy of NB with and without feature discretization on theisp and wide datasets. As shown in Fig. 2(a), on the ispd dataset, feature discretization can improve the classification accuracy by approximately 5% when only 10 training samples are available for each class. The improvement increases with the rise of the training samples and it can achieve up to 20% per-cent. The results on the wide dataset (see Fig. 2(b)) is similar to that on the ispd dataset, while the maximum improvement can be 30 percent. The experimental results demonstrate the benefit of feature discretization, i.e., feature discretization can significantly improve the classification accuracy of the NB classifier. Therefore, similar to [10], we apply feature discretization in our proposed scheme.

Impact of Aggregation Methods

We perform a set of experiments to evaluate the proposed BoF-NB scheme with different aggregation methods. The original NB classifier with feature discretization is used in the experiments as a baseline. Fig. 3 shows the classification accuracy with different training data sizes. One can find that the proposed BoF-NB scheme outperforms NB whichever aggregation method is used. On the ispd dataset, the classification accuracy of BoF-NB is higher than that of NB by about 10 percent.
Fig. 4. F-Measures of BoF-NB with different aggregation rules on isp dataset. (a) bt, (b) dns, (c) ftp, (d) http, (e) imap, (f) msn, (g) pop3, (h) smtp, (i) ssh, (j) ssl, and (k) xmpp.

The reason is that BoF-NB can effectively utilize the flowcorrelation information. Regarding the aggregation methods, the sum rule is slightly better than the majority vote rule and the median rule. The max rule is the worst one among the four competing aggregation methods, whose accuracy is lower than the sum rule by approximately 4 percent. The similar results can be obtained on the wide dataset as shown in Fig. 3(b). BoF-NB exhibits better classification capability than NB and

Figs. 4 and 5 report the F-Measures of BoF-NB and NB for each class on the two datasets. In general, our BoF-NB scheme, especially with the sum rule, exhibits better classification capability than NB. The degree of improvement varies in different classes. For example, on the isp dataset as shown in Fig. 4, the F-Measure of BoF-NB with the sum rule is more than 15 percent greater than that of NB for the dns class. In the class pop3, the improvement is about 10 percent. Among the four aggregation methods, the max rule does not work as well as other aggregation methods for many traffic classes. For instance, the
F-Measure of using the max rule is lower than that of other rules by up to 15 percent for imap on the isp dataset. On the wide dataset as shown in Fig. 5, BoF-NB with the max rule has similar accuracy to NB. However, the sum rule consistently demonstrates good classification performance for all traffic classes on the two datasets.

**ANALYSIS ON ERROR SENSITIVITY**

In order to explain why the sum rule works better than the max rule, we investigate the error sensitivity. An empirical finding reported in Section IV is that the sum rule (13) appears to produce more reliable decisions than the max rule (15). I shall show that the sum rule is much less affected by prediction errors. This theoretical analysis result is consistent with the experimental finding.

In Section III, we assumed that the a posteriori class probabilities for $X_i$, $P(W_j|X_i)$ a flow are computed correctly. In fact, each flow will produce only an estimate of the posteriori class probability for a BoF, which is denoted as the estimated deviates from the probability which is denoted $P(W_j|x)$. These estimated probabilities, rather than the true probabilities, are used in the aggregated predictor rules.

I consider the effect of the estimation errors on the aggregation rules. Substituting (22) into (13) I have to evaluate the proposed BoF-NB scheme with different aggregation methods. The original NB classifier with feature discretization is used in the experiments as a baseline. Fig. 3 shows the classification accuracy with different training data sizes. One can find that the proposed BoF-NB scheme outperforms NB whichever aggregation method is used. On the isp dataset, the classification accuracy of BoF-NB is higher than that of NB by about 10 percent. To establish the ground truth for the testing datasets, we have developed a deep packet inspection (DPI) tool that matches regular expression signatures against flow payload content [29]. A number of application signatures are developed based on previous experience and some well-known tools such as l7-filter (http://l7-filter.sourceforge.net) and Tstat (http://tstat.tlc.polito.it). Also, several encrypted and new applications are investigated by manual inspection of the unidentified traffic. The wide dataset consists of 182,000 traffic flows which are randomly selected from the wide trace and carefully recognized by the DPI tool and flow in the wide dataset are categorized into 6 application oriented classes. For the wide dataset, there are only a small number of classes and the HTTP flows dominate the whole dataset.

$$\sum_{k} [P(W_j | X) + e_{kj}] = \max_{k} \sum_{k} [P(W_k | X) + e_{kj}]$$

Under the assumption that $e_{kj} \ll P(W_k | X)$ and $P(W_k | X) \neq 0$ we have

$$\sum_{k} [P(W_k | X) + e_{kj}] = |X| P(W_k | X) \left[ 1 + \sum_{k} \frac{e_{kj}}{P(W_k | X)} \right]$$

Substituting (24) into (23) it yields

$$\sum_{k} [P(W_k | X) + e_{kj}] = \max_{k} |X| P(W_k | X) \left[ 1 + \sum_{k} \frac{e_{kj}}{P(W_k | X)} \right]$$

Comparing (13) and (25) we find that each class-based term in the aggregation rule (13) is affected by error factor

$$\sum_{k} \frac{e_{kj}}{P(W_k | X)}$$

Comparing error factors (26) and (29), it implies that the difference of the two error factors depends on two components,

$$e_{\text{sum}} = \frac{1}{|X|} \sum_{k} e_{kj}$$

and

$$e_{\text{max}} = \max_{k} e_{kj}$$

We observe that the sum operation is able to cancel the effect of the positive and negative values, so the value of $e_{\text{sum}}$ should be close to the expected value of the distribution of $e_{kj}$. In contrast, the max operation chooses a large value and the value of $e_{\text{max}}$ should be away from the expected value of the distribution of $e_{kj}$.

We design and perform a simulation to illustrate the effect of $e_{\text{sum}}$ and $e_{\text{max}}$. In the simulation, the normal distribution is used for analyzing errors $e_{kj}$. This system reduce the BoF size compare before process.
CONCLUSION

I proposed a new traffic classification scheme which can effectively improve the classification performance in the situation that only few training data are available. The proposed scheme is able to incorporate flow correlation information into the classification process. The experimental results showed that BoF-NB with the sum rule outperforms existing state-of-the-art methods by large margins. This study provides a solution to achieve high-performance traffic classification and also detect the unrelavent attribute with time-consuming training samples labelling.
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